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ESD-TR-81-102
EXECUTIVE SUMMARY

Atmospheric ducts occur when the vertical refractivity profile has a
negative gradient. Such ducts occur frequently in many parts of the world,
and depend on weather conditions. In an atmospheric duct environment,
electromagnetic energy may be propagated with little attenuation relative to
free space over disiances of hundreds of kilometers, thereby greatly
increasing the potential for interference to communications and radar

systems. Also, for a radar system, the coverage can be altered.

The likelihood of experiencing such a field enhancement is greater at
higher radio propagation frequencies. Previously available computer models
for determining ducted fields were limited in the frequencies and duct heights
they were capable of considering. A mathematical model, called DUCT, has thus
been developed to predict electromagnetic field levels in a duct environment
for ducts at any height in the troposphere, and for propagation frequencies

through SHF.

The DUCT model is based on a horizontally homogeneous waveguide-mode
formulation, which was developed utilizing Fourier transform formalism.
Numerical difficulties encountered by previous investigators have been
overcome by the use of a unique mathematical formulation that (a) assures
linear independence, even in a numerical sense, of the homogeneous form of the
governing differential equation; and (b) provides flexibility for judiciously
choosing the particular solution to the inhomogeneous form of this
differential equation. In addition, criteria have been developed for
associating specific types of modal field contributions with particular
portions of the eigenvalue locus for the atmospheric waveguide, thereby

providing the potential for increased computational efficiency.

Predictions of the DUCT model were compared with measurements at beyond-
line-of-sight distances in both surface and elevated duct environments at
frequencies between 65 MHz and 3.3 GHz. It appears to be the first model
capable of predictions that compare favorably (within a few dB) with
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measurements performed ia an elevated duct environment at frequencies as high

as 2201 MHz.

The effects on the fields in a duct environment, as a function of duct M
height, duct size, source height, observer height and propagation frequency,
were ascertained by exercising the DUCT model. Predictions of fields in the .

presence of more than one duct in the atmosphere are also discussed.

The DUCT program is deemed to be a valid model for predicting and

studying beyond-line-of-sight fields in a tropospheric duct environment, and }

it provides prediction capabilities for certain cases that could not be

adequately treated by previously existing models.
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PREFACE

The Electromagnetic Compatibility Analysis Center (ECAC) is a Department
of Defense facility, established to provide advice and assistance on
electromagnetic compatibility matters to the Secretary of Defense, the Joint
Chiefs, of Staff, the military departments and other DoD components. The
center, located at North Severn, Annapolis, Maryland 21402, is under the
policy control of the Assistant Secretary of Defense for Communication,
Command, Control, and Intelligence and the Chairman, Joint Chiefs of Staff, or
their designees, who jointly provide policy guidance, assign projects, and
estabilsh priorities. ECAC functions under the executive direction of the
Secretary of the Air Force and the management and technical direction of the
Center are provided by military and civil service personnel. The technical
support function is provided through an Air Force-sponsored contract with the

IIT Research Institute (IITRI).

To the extent possible, all abbreviations and symbols used in this report
are taken from American National Standard ANSI (Y10.19 (1969) "Letter Symbols
for Units Used in Science and Technology" issued by the American National

Standards Institute, Inc.
Users of this report are invited to submit comments that would be useful

in revising or adding to this material to the Director, ECAC, North Severn,

Annapolis, Maryland 21402, Attention: XM.
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BACKGROUND

ESD-TR-81-102 Section 1

SECTION 1
INTRODUCTION

Duct Phenomena

It is known that the index of refraction, n, of the troposphere varies
with altitude. In a "standard" atmosphere, n decreases with increasing height
above the ground, approaching unity as the altitude increases. At sea level,
the value of n is generally in the neighborhood of 1.000301. Usually it is
more convenient to use the quantity called "refractivity" than it is to use
the index of refraction. The refractivity, N, is related to n through the

relationship:
N = (n-1) x 106

Therefore, the refractivity of the troposphere is approximately 301 at sea

level and approaches 0 as the altitude increases.

For modeling purposes, it is often more convenient to consider :he earth
as flat and to compensate for earth curvature through an "adjustment" or the
refractivity. This adjustment is accomplished by adding a term to N which,
because of Snell's law, would cause a ray to bend in such a way that its
height above the "flat earth" at each point would be the same as that for a
ray in an "unadjusted" refractivity environment over a curved earth. This new

refractivity is called the "modified refractivity", M, and is given as:

M

#

z
N +—x 10
a
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where

the radius of the earth.

s 1]
[}

N
[}

the height above the ground.

For a standard atmosphere, M increases with increasing height as shown in the

left-hand portion of Figure 1a.

Using a geometrical optics representation (ray tracing), the right-hand
portion of Figure 1a illustrates the manner in which energy would be radiated
from a source (e.g., a transmitting antenna) in a refractivity environment
characterized by the left-hand figure. 1In the illustration, r is the
horizontal distance along the ground. The rays shown are bent in accordance
with Snell's law, which states that a ray traced from a medium of lower
refractivity to a medium of higher refractivity will bend toward the normal to
the interface of the two media. Similarly, a ray traced from a medium of
higher refractivity to a medium of lower refractivity will be bent away from
the normal to the interface. 1In this case, the normal to the "interface" is

in the z-direction, and the rays in Figure 1la are bent accordingly.

Notice that no energy reaches point R, far from the source, because R is
located in the flat-earth representation at a point that would be beyond the

horizon in the curved-earth representation.

The situation depicted above assumed a "standard" atmosphere. Now
consider a case for which part of the M versus z profile changes directions,
such as the situation shown in Figure 1b. Such a situation can be caused by
anomalous weather conditions. In this case, a portion of the rays emanating
from the source will, in accordance with Snell's law, be bent in a manner that
will confine them to remain within a well-defined "layer" of the atmosphere.
This layer is referred to as a "duct". Under certain conditions, waves can
propagate within a duct to great distances (i.e., to beyond-line-of-sight

distances) with little or no attenuation relative to free-space levels.

——.-—--—-——-_——“
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The upper boundary of the duct is the height at which the modified
refractivity gradient (i.e., the ratio of the change in M to the change in 2z)
changes from a negative value to a positive value. This is shown as point A
in Figure 1. The lower boundary of the duct is determined by dropping a
vertical line from point A in the figure. If the vertical line intersects the
profile, the value of z at that point of intersection is the lower boundary of
the duct and the duct is said to be "elevated." For the case shown in Figure
1b, the duct will extend from the height of point B to the height of point
A. If, on the other hand, the modified refractivity profile were such that
the vertical line reached the ground without intersecting the profile curve,

the duct would be called a "surface duct" or a "ground-based duct.”

Energy in a duct may be propagated with little attenuation relative to
free~space over distances of hundreds of kilometers and may subsequently
interfere with existing communications links. In order to predict whether
such interference will take place, information is required about the
characteristics of any ducts that are present and the effects of these ducts
on the propagated fields. Unfortunately, it is nct possible to predict in
advance the occurrence of a duct at a particular time and in a given region.
However, statistical data is available on the occurrence of elevated and
surface ducts in different months and in different regions of the world.1
Reference 1 also contains statistical data related to the characteristics of
these ducts. In general, the percent of occurrence of ducts can vary from O-
60% depending on the region and time of year. Therefore, it would be expected
that meaningful statistical data can be obtained for the propagated field
strengths observed in a duct environment. To accomplish the determination of
field strengths, the statistical duct occurrence data would be integrated with
a "deterministic" model that calculates the field strength when the duct
characteristics are known. The goal of this study was to develop such a

deterministic model.

L Or tenburger, L. N., lawson, S. B. and Miller, G. K., Radiosonde Data

Analysis Summary Maps of Observed Data, GTE Sylvania, Inc., December 1978.

—
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Computational Capabilities

The existence of ducts and their effects on electromagnetic wave
propagation have been recognized for a long time. Documentation of the
computations in this area first appeared at the end of World War II. A review
of the work performed at that time is available in the text edited by Kerr.2
That work, as in most subsequent studies, considers the propagation
environment as a waveguide. The total field strength at the location of a
receiving antenna is then the sum of the field strengths of the modes of the
waveguide. The wavequide is modeled as flat, with earth curvature compensated
by a modified refractivity. Justification for this approximation is discussed

3,4

by Pekeris. The medium is assumed to be laterally homogeneous.

Each waveguide mode corresponds to an "eigenvalue" of the system. In

5,6

many works, these "eigenvalues" are associated with takeoff angles of a ray

relative to the ground -- waveguide modes exist for discrete values of

2 Kerr, D. E., Propagation of Short Radio Waves, MIT Radiation laboratory
Series, Vol. 13, McGraw-Hill Book, New York, NY, 1951.

3 Pekeris, C, L., "Wave Theoretical Interpretation of Propagation of
10-Centimeter and 3-Centimeter Waves in Low-level Ocean Ducts,"
Proc. of the IRE, May 1947, pp. 453-462.

4 Pekeris, C. L.,"Accuracy of the Earth-Flattening Approximation in the
Theory of Microwave Propagation,” Physical Review, Vol. 70,
Nos. 7 and 8, 1t and 15 October 1946, p. 518.

> Pappert, R. A., and Goodhart, C. L., Waveguide Calculations of Signal
Levels in Tropospheric Ducting Environments, TN 3129, Naval Electronics
Laboratory Center, San Diego, CA, 25 February 1976.

6

Budden, K. G., The Wave-Guide Mode Theory of Wave Propagation,
Prentice Hall, Englewood Cliffs, NJ, 1961.
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such angles, which are referred to as "eigenangles". Whether the eigenvalues
are associated with angles or with any other physical parameter, they are
obtained as the roots of a complex equation called a modal equation.
Therefore, a major part of any computation is dedicated to determining these

roots.,

Computations of the lowest order waveguide modes in a duct environment
and the behavior of the corresponding fields were considered by Wait and
Spies.7 Dresp8 developed a usable program that computed field strengths in,
above, and below a duct. He modeled the earth as cylindrical; once a general
solution was obtained, he showed that it can be approximated with the aid of
the modified refractivity as the solution for the flat-earth case. Although
the formulation by Dresp was mathematically elegant, his program was limited
to the determination of 20 waveguide modes. In addition, his results were not

verified by comparison with measured data.

Pappert and Goodhart (see Reference 5) developed a code that was verified
using measured data for a surface duct. Skillman and Wood59 found that the
Pappert and Goodhart program predictions adequately reflected measurements at
frequencies below 450 MHz, taken in an elevated duct environment. However,
they found that the Pappert and Goodhart model failed to provide predictions

for comparison with measurements at 2.2017 GHz.

Wait, J. R., and Spies, K. P., "Internal Guiding of Microwaves by an
Elevated Tropospheric Layer," Radio Science, Vol. No. 4, April 1969,
pp. 319-326.

8 Dresp, M. R., Tropospheric Duct Propagation at VHF, UHF, and SHF, MITRE
Technical Report MTR-3114, Vols. I and II, MITRE Corporation,
Bedford, MA, October 1975.

Skillman, J. L., and Woods, D. R., "Experimental Study of Elevated Ducts,"
Proc. of Conference on Atmospheric Refractivity Effects Assessment,
Technical Document 260, Naval Ocean Systems Center, San Diego, CA,

15 June 1979.
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Inherent limitations can be found in the Pappert and Goodhart model. One
such limitation involves the uncertainty in any calculation that all
significant modes have been found; that is, it is possible in their model to

10 An attempt was made to utilize a more effective search

miss eigenvalues.,
method with their model, but an extensive modification of the mathematical
formulation of the basic model was required, making its implementation

impractical.

Another limitation of the Pappert and Goodhart model is the requirement
that a "reference height" be specified, and the final result is dependent in
some instances on this reference height. Since the specification of the
reference height requires some physical insight into the particular problem
under consideration, the Pappert and Goodhart model may be employed only by
users with such knowledge. In this case, the model is not user-oriented. 1In

addition, no user's guide is available for the Pappert and Goodhart model.

The computational capabilities noted above assumed a laterally

homogeneous model. Cho and WaitT?

performed work in which only piecewise
homogeneity was assumed, and the modes in each homogeneous section were
determined. However, no user-oriented computer code for accomplishing this

has been developed.

A major obstacle in developing any computer program that uses a waveguide
model is the calculation of all significant modes. The number of modes
increases as the frequency and duct height increases. In some cases,

thousands of modes are necessary to adequately describe the fields; this

0 Goodhart, C. L., and Pappert, R. A., Application of a Root Finding Method

for Tropospheric Ducting Produced by Trilinear Refractivity Profiles,
Technical Report 153, Naval Ocean Systems Center, San Diego, Ca,
12 September 1977.

1 Cho, S. H., and Wait , J. R., Analytical Study of Whispering Gallery

Transmission in a Non-Uniform Tropospheric, Interim Report, Cooperative

Institute for Research in Environmental Sciences, University of Colorado,
Boulder, CO, 30 December 1976.
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further complicates the problem of determining all significant modes. In the

hope of overcoming the problem, Cho, et al.12

attempted to utilize a hybrid
approach to the problem in which a waveguide and geometrical optics series may
be nsed to describe the fields. 1In such a case, a single geometrical optics
term may be used to replace a vast number of terms in the waveguide mode
series. They obtained good results for a duct formed by an ideal refractivity
profile. However, this method is not applicable to more general refractivity

profiles.

OBJECTIVE

The objective of this work was to develop a user-oriented deterministic
computer model to compute the fields propagated in a homogeneous duct

environment for all frequencies and ducts of interest.

Documentation was reviewed on existing computational capabilities for
predicting propagated fields in a duct environment. Such capabilities were
found lacking for the frequencies associated with elevated ducts, principally
because of the inability to determine all the waveguide modes required to
describe the fields. After extensive analysis, it was found that this

inability stemmed from the facts that:

1. The mathematical functions, which are solutions to the field
equations in the duct environment, became linearly dependent (in a numerical {

sense) for the most significant values of the argument of these functions; and

12 Cho, S. H., Migliora, C. G. and Felsen, L. B., "Hybrid Ray-Mode Formulation .
of Tropospheric Propagation," Proc. of Conference on Atmospheric H
Refractivity Effects Assessment, Technical Document 260, Naval Ocean 4
Systems Center, San Dieqo, CA, 15 June 1979,
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2. The value of these mathematical functions could be exponentially
large or small, thereby exceeding the capacity of common high-speed

computers.

These problems were overcome by:

1. Expressing the solutions to the field equations as linear
combinations of these functions in a manner that assures linear independence

in a numerical sense; and

2. ‘Utilizing a unique method for computationally expressing

exponentially large or small numbers.

It was decided that a Fourier transform formulation of the problem would
result in a modal equation that was most compatible with an available and
efficient eigenvalue "search" method. This formulation also provided a
flexibility, heretofore unavailable, for obtaining the field solution in a
numerically efficient manner. A computer code was developed based on this

approach.

The adequacy of the mathematical approach and the corresponding computer
model was verified by comparing computed results with those of other codes and
with documented measurements. Once this was successfully accomplished, the
code was used to analyze the eigenvalues and the fields for different duct
configurations, different frequencies, and different heights of the

transmitting and receiving antennas.
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ORGANIZATION OF REPORT

The analytical and numerical basis of a computer program, called DUCT,
which has been used sucessfully in predicting propagated field strengths in a

DUCT environment, is described herein. A synopsis of the individual sections

follows.
Section Contents

2 Mathematical formulation.,

3 Numerical procedures used to
determine the eigenvalues of the |
modal equation.

4 Numerical procedures utilizing
the eigenvalues to determine the
fields.

5 Comparison of predictions of the
DUCT program with measurements.

6 Analysis of eigenvalue results
and relation of specific eigenvalues
to particular field contributions.

7 BAnalysis of results of fields for
different parameters of interest.

Appendix A Review of some characteristics of
the modified Hankel functions of
order one-~third.

Appendix B Basis for an efficient method for

evaluating the modal equation, which
is in the form of a determinant.
Section 5 is independent of Sections 2, 3, and 4 so that the reader who
is interested only in verification aspects may skip directly to Section 5.
Sections 6 and 7 may also stand alone, although Section 3 would be beneficial

for a complete understanding of Section 6.

10
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SECTION 2
MATHEMATICAL FORMULATION

In this section, the problem of electromagnetic propagation in an
atmospheric duct is mathematically formulated. This is accomplished for
horizontally polarized radiation by using a second-order partial differential
equation to describe the variation of a component of the magnetic Hertz
(vector) potential. The solution of this equation is obtained by utilizing

Fourier transform formalism to cast the partial differential equation into the

form of an ordinary differential equation, and by solving the latter equation
in terms of unknown coefficients. These coefficients are determined using the
boundary and radiation conditions of the system. The solution for the BHertz
potential is obtained in the form of an integral that is evaluated with the

aid of complex function theory in terms of a series of waveguide modes.
The above process is generalized to include vertically polarized
radiation. Alternative mathematical formulations are introduced in succeeding

sections that will prove useful in required numerical evaluations.

REFRACTIVITY PROFILE

The index of refraction of a medium is given by:

n{z}) = /urer = /er(Z) (1)

where €, and M, are the relative permittivity and permeability of the
medium. It is assumed that e =1 everywhere. In what follows, n is only a

function of the height z above the ground. The refractivity N is defined as:

N = (n-1) x 106 (2)

1M
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and is numerically a more convenient parameter than n.

It is often mathematically convenient to utilize a rectangular coordinate
system to describe atmospheric wave propagation. In such a formalism, it has
been found that the earth curvature may be accounted for by appropriately
modifying the index of refraction of the atmosphere. This modification is
accomplished by adding a term to n which would cause a ray to bend in such a
way that its height above the "flat earth" at each point would be the same as
if it were a straight ray over a curved earth. The modified index of

refraction, m, is then given by (see Reference 2):

m(z) = n(z) + z/a (3)
where a is the radius of the earth in the same units as z.

The modified refractivity is defined as:

M = (m=-1) x 106 (4)

The modified index of refraction will have a profile (i.e., a variation
with height) such as that shown by the dashed line on the right side of
Figure 2. To make the problem mathematically tractable, this general profile
will be approximated by a piecewise linear profile with L sections, such as
that shown by the solid lines on the right side of Figure 2. In the figure,
L = 3 has been used. Each section will represent an atmospheric layer, or

region, the boundaries of which are parallel to a flat earth located at z = O.

The interface between the ith and ith+1 layer (1 S.i < L-1) is located

atz=zi,

Figure 2, for the case L = 3. Each layer is assumed to be horizontally

with the layer i = 1 closest to the ground. This is illustrated in

homogeneous, with a modified index of refraction given by:

z -Hi
l m,(z) tan a. + 1, (5)
1 2 1

Mi(z)x10_6+1,1iiiL
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where Hi is the value of z at which my (z) would equal unity, and the slope

tan ai/2 is assumed small:
| tan o | << (6)

From Equations 5 and 6,

m,{(z) = 1 + (z—Hi) tan @ 1 ¢1i <L (7)

14

"

-6
1 + 2 Mi(z) x 10

The modified index mi(z) is assumed to be continuous across the interfaces

between the layers (see Figure 2):

mi(zi) = mi+1(zi) » 1 <1 <L (8)

MAGNETIC HERTZ POTENTIAL

It can be assumed that horizontally polarized wave propagation is due to
. -
a radiating magnetic dipole p = p 2 oriented in the z-direction and located

at x = y=0, 2 = 2, (see Figure 2). In a laterally homogeneous medium, the

T
wave propagation due to such a dipole exhibits axial symmetry (about a
vertical axis through the radiating dipole), and may be obtained from the

>
z-component HZ of the magnetic Hertz potential vector II . Thus:

> ~ 9
II (XIYIZ) = HZ (xIle) 4 (9)
E = -jou V x 1
= —jwuo x
and
H=Vx9vxi an
14
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where w = 2nf

f

the propagation frequency,

Mo

the permeability in vacuum,
and an ejwt time dependence is assumed.

DIFFERENTIAL EQUATION

In each atmospheric layer, Hz satisfies the partial differential

equation:

720 4k 2m2(z) M, = -p 8(x)8(y)8(z =23, 1 < i <L (12)
1 o 1 1 T - —_

where

[, = the value of ﬂz in the ith layer

. 2 2
ko = the free-space wave number determined by ko =w U eo
p = the magnetic dipole strength
§ = the Dirac delta function.
The Laplacian operator Vz is defined as:
g2 30, 3% 9%
ax?  ay® 322
In the ground, I, satisfies the equation:
V2H + k 2n 2 I =0,2¢<0 (13)
g9 o g g -

15

o e e — ke o = s

i
!
1
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where

Hg is the value of Hz in the ground and

ng is the constant refractive index of the ground.

This is given by:

where eg and °g are the ground values for the permittivity and conductivity,

respectively.

A solution is sought to BEjuation 13 in the ground and to Bjuation 12 in

each atmospheric layer, subject to the boundary conditions at the ground and

> >
at each layer interface that the tangential components of E and H are
continuous across the boundary. Using Bgquations 7, 10 and 11, it may be
shown13 that these conditions may be written:
I = I
1 1+ 1 1
on z =2 1<1<L- ‘ :
L, M, 1, {(14) ;
1 1+ 1 EF
9z 3z |
Hg = Hi
- (15)
ol am, pom 2=0
—9g_ _t
oz 3z
13

Tyras, G., Radiation and Propagation of Electromagnetic Waves, Academic
Press, New York, NY, 1969.

16
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An additional requirement on the solutions obtained is that the radiation
conditions be satisfied. That is, I _ must represent an outgoing wave as

9
2+ - @ , and Hi must represent an outgoing wave as z* + * ,

FOURIER TRANSFORM FORMULATION
The partial differential Bjuations 12 and 13 may be reformulated as

ordinary differential equations with the aid of Fourier transform theory (see

Reference 13). The double Fourier transform of II (x,y,2) is defined as:

~ © -jux ® -jvy
I (u,v,2) = f dx e dy e I (x,v,2) (16)
-

with the inverse transform given by:

L i jux = jvy ~
T (x,y,2) = - J du e [ av e I (u,v,z) (17)

2 - —00

(21)

Taking the double Fourier transform of Bguations 12 through 15 yields:

2 2

9—3- + k2° [miz(z) - i 2] ﬁi =-p G(Z—ZT) » 1 €1 <L
dz o (18)
2 2
4 5 + kOZ(n 2_ P 2) ’I‘.[' =0 (19)
dz g k 9
o
nl = Hi + 1
zZ = Z, 1 < i ¢ L=-1 (20)
~ ~ l 4 - -
dall. daln,
i i+ 1
dz  dz

17
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Hg = II1
z =0 (21)
atf an
9. 1
dz dz
where
2 . 2 2
P = U + Vv

Thus solutions are sought for ﬁi and ﬁg in Bguations 18 and 19, subject
to the boundary conditions in Equations 20 and 21 and to the radiation
conditions. Once these solutions are found, they may be used in Bjuation 17
to find the Hertz potential in each medium which, in turn, may be used in

Equations 10 and 11 to find the electromagnetic field vectors.

SOLUTION OF EQUATIONS

In Ground
The solution to Hjuation 19 is:

T =a &2 (22)

where

2 2 2
Yy = ko //;g ~{p /ko ) (23)

and Ag is a function of the parameter p. ﬁg satisfies the radiation condition
for large negative values of 2z, since it represents an outgoing wave in this

region. To assure that ﬁg + 0 as z + =, the branch of y is chosen so that:

18
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Im Y < O. (24)

In Atmosphere

The complete solution to Byuation 18 will be given by the sum of the
general solution of the homogeneous equation and a particular solution of the

inhomogeneous equation. The homogeneous form of Bjuation 18 may be written:

32 ~

A 2+qi Hi=0 (25)
9

where
k 3
(z) = 2 ?/ m 2(z) - Qi_ (26)
qi tan ai i K 2
o

and Equation 7 was used. Equation 25 is known as the Stokes Equation and its
solutions are given in terms of Airy functions or in terms of modified Hankel
functions of order 1/3. For purposes at hand, it is more convenient to

utilize the latter.

Thus :
ni = Ai h1(qi) + Bihz(qi) » 1 <i<L (27)
where
2 /2 ' ) [ 2 37
h1 (q) = s»q H1/3 3 q (28)
19
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(2) 3/2

(29)

jasd
Wity
Q

2
hy @ =134 1/3

are the modified Hankel functions of order 1/3 of the first and second kind,

14 (1)

respectively, and are tabulated in the literature. H1/3 and H1/3(2) are

Hankel functions of order 1/3 of the first and second kind, respectively.

The A; and B; in Equation 27 are not functions of z, but depend on the
parameters p and v. Their values are determined from the boundary
conditions. 1In order to satisfy the radiation condition for large z in the

Lth medium:

A =20 (30)

The solution (Equation 27 with Bguation 30) for the homogeneous form of ]
Equation 18 represents the entire solution for every layer except the one in
which the transmitting dipole is located. That is, only for the layer

containing z = 2z, is Equation 18 inhomogeneous. Assuming this to be the Pth

T
layer, a particular solution of the inhomogeneous equation in this layer is:

h1[ qp(z) ] h2 ( 9, (zT) ], z <« z,,

i = —2*7‘ . (31)
P h2[ qp(z) | h1 { 9 (zT) 1, 2> z,,

where W is the constant Wronskian for h1 and h2 given by:

Y4yarvard Computational Laboratory, Tables of Modified Kankel Functions of

Order One-Third and of Their Derivatives, Harvard University Press,
Cambridge, MA, 1945.

20
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1/3
) (32)

- -

- - _ __ 4 ¢
W=W (h1‘h2) = hl(q) h2 (q) hz(q) h1 (q) = =

Njw

and the primes indicate the derivative with respect to the argument of the

function. Thus:

- ahm(q)

hm (@) =—F—— , m

3 1,2 (33)

and

aqp ko 2/3

qp (z) = 5z = m tan a, (34)

where Bquations 26 and 7 were used. That Byuation 31 is a solution may be

verified by substituting it into Equation 18, integrating each term from

~

Zp - € to zp + € and letting € *> 0. Since HP is assumed finite at z = Zq,

this yields:

dﬁp e L (35)
dz \ Zo e B P
which produces an identity when Byuation 31 is used,
Equation 31 may be written more conveniently as:
o = Ry by (@p) by (qp) (36)

21
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where
9p¢ = 9p {min (z,zT)]
b, = 9 (max (z,zT)]
and
R, = P__
Wq b

It will be noticed thaf, when P = L and z becomes large, the dependence of

~

HP on z is through hz[q(z)]. Therefore, the solution of ﬁp given in
’

Equation 36, represents an outgoing wave as z + @, and therefore is

consistent with the radiation condition.

Combining the general solution (Equation 27) of the homogeneous equation

with a particular solution (Equation 36) of the inhomogeneous equation yields:

I = Aih1(qi) + Bi hz(qi) + Rih1(qi<) hz(qi>) S,

i lP’1£i-S-L (37)

which, along with Bjuation 30, is the complete solution of Bjyuation 18 in each

layer. 6iP is the Kroneker delta function defined as:

22
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DETERMINATION OF COEFFICIENTS

Section 2

The coefficients Ag

obtained from the boundary conditions.

notation 9 4 is used to indicate the value of q; on the boundary at z

with 2, denoting ground level. Thus:

in Bguation 22 and A, B

1

qij = qi(zj)
Also, let
A = (2

In the equations which follow,

in Buation 37 must now be

the

Zj,

(38a)

(38b)

Substituting Bguations 22 and 37 in each of Hjuations 21 yields:

A

= A

h

(q

)

g = M hyayg) + By b,y ) + R,

and

-

>

= q 2

NS NCRY

ivA
] 9
from which Ag may be eliminated,

- _ y B .
A1[h1 (q10) G h1\q10)] + 1[h2 (q

-h2(q1T) R161p[ h1 {(q

where

23

a
i

1

0

0

h1 (q,.)

)

)

10 2 1T

resulting in:

-G h2(q1o)]

-G h1(q10)]

S

1P

9o 7 * % B (350 8 (9p ) Qp |
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G = 1L (40)
1

Substituting Fguation 37 in each of Pquations 20 yields:

Ah(q ) + Bihola;) + Riho(a; ) hytay ) 85
= AL G, 0 Y B Moy, 4! !
+ R Gholag ) oty g n) S5y p

and

AR, T(qy;) + By by ) R hy(qy) hy (a0 80

= 0 Pia " 1 W@igr,i) T B D 23540,5)

+ R. h” (g

6
1er (54,10 D@ )

i+1,T i+1,P

These equations may L@ recast into the more convenient form:

B ) - A -8 . _ tilq ..
Aih1(qii) M ihZ(qli) i+t h1(qi+1,i) i+ 2(q1+1,1)
=R, gy ) o0 a L 0 S -
t41a) i
- Rih(a; ) holag) 8y l
24
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A b (q.) + B h (@) =B R EAIRNY )
TRIRRNEEY i Mo 1944 i+1 T qsr,i
a.
141
T
+ B 141 qi‘ 2 (q1+1,1)
i+1 .
= Rin > h g, ) hz(qi+1,T) 6iv1,p

- R.N n’
LHCHRE AL IR AR R T

Equations 41, 39 and 30 represent 2L equations in the 2L

B, 1< i < L.

aAs an jillustration of the system of equations which
obtain the unknown coefficients, Equations 30, 39 and 41
following form, assuming L = 3 and P = 1:
A b, (dyq) * B h, (40!
h - a_h - h
A b e ) B 2499 oPy () By, (a5

A1h1(q11) + Bnh (q1‘) - Azth1(q,1) -

172 quahz(qzx)

+

A2h1(q22) Bzhz(qzz)

+

n’ . -B
anilay,) B,h(d,,) P

where
dp = qz/q‘ » g = q3/q2

and

25

aghyldy,) = 0

section 2

(41b)

unknowns Ai,

must be solved to

are written in the

= 'R1h2(q1w)h1(qwo)
= -R1h1(q1T)h2(q11)

= 'Rwhx(qu)hz(qxw)

- Bth(q32) =0

{42)
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hm(q10) z hm (q10) -G hm(q1o) , m = 1,2 {42a)

If P were not equal to 1, then the system of equations would be the same as

that shown in Equation 42 except for the right hand side of the equations.

This will be discussed further in Section 4.

It is seen that this system of equations may be expressed in matrix forms as:

a g =8 (43)
where
‘.‘ () hy(dyg) 0 0 0
, hylqy) holagy) - hylayy) - hylqy,) 0
o= ohTlag) Ry s g Tlayy) - dpThy (g 0
| 0 0 hy {(ay;) hylay,) ~ hylay,)
{ 0 0 hy”(dpp) ho"(dp) = dp” hpilayy)
(44)
o
Y
| B,
£ = A, (45)
By
By |
and
~ h_( ) g { ) i
PARSL UNRERERT,
£ = hyld) Rylagy)
B =Ry mhylagy) i) (46)
: |
R 0 J

26
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The solution for any one of the unknown coefficients may be obtained through

the use of determinants. Thus:

7, | 2, |

where, for 1 < i < L-1, T is the matrix obtained by replacing the column of

Ai
a in Bquation 44 containing the coefficients of Pﬁ_ (in Bguation 42) by the
vector B; and for i = L, |TAi{ z 0. TBi' 1 <1 <L, is the matrix obtained by

replacing the column of a containing the coefficients of B.l by the vector R.

Thus, for example:

F hila,g) hyla,g) = Rih (A p0h,(q,,) 0 0
hi(ayy) hyla ) - R (adhola ) - hyla,,) 0
Ta2= hila, ) holay,) - Rib(a,0ho(q, ) - aghyiay,) 0
t -
1 0 0 0 h2(q22) hz(q32)
|
I - -~ 4
L 0 0 0 h2(q22) - thz(q32) ]

The notation |T| indicates the determinant of the matrix T.

SOLUTIONS IN INTEGRAL FORM

Using Bjuation 47 in Bjyuation 38 yields:

IT..] h.(q.) + |T_.] h. (q.)
~ ~ Al 171 Bi 2 71
Hi(u.v.z) = Hi(p,z) = TaT + R1h1(qi<)h2(qi>)6.

1P

1<i<L (48)

27
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which may be used in Equation 17 to obtain:

1 ® jux  » jvy ~
f du e f dv e I (p,z) (49)
-0 . .} l

I (x,y,2) =
i 2
(2m)

~

Since u and v enter Hi as p, BEyuation 49 may be written (References 2

and 13):

-~

1 o ~ 1 (2) ~
T(,z) =— [ pdp J (pp)I =— | pdp H (rx) T (p,2z) (50)
i 2n 0 0 i 4n é 0 i

where C is the contour in the complex p-plane shown as the solid line in

Figure 3.

As discussed in Reference 2, Bjuation 50 is valid only when there are no
singularities of ﬁi(p,z) in the first quadrant of the complex p-plane, and

when:

1 ~
[, e ae Ho( Y (or) i (p,2) > 0, L (51)
C

where C* is the quarter-circle contour of infinite radius lying in the first

quadrant of the p-plane. Both these conditions may be shown to hold.

28
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BRANCH CUT OF
HO(Z) (rp)
#fl II Il Il ll Il Il ILII Re (,)
} o °® i
C [
o’ * POLES OF T |
3 [
- /
[« \B /
i\
\ \/
\
/
/
T
//
— — -
Figure 3. Contour for integral of Equation 50.
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SOLUTIONS IN TERMS OF WAVEGUIDE MODES

By closing the contour C of the integral in BEquation 50, the residue

theorem of complex variables may be used:

2m3 (2)

L (r,z) = - 24 5 pes +——( [ (or) T (0,2) (52)
1 c 1

4T n n an

+ [ ) pdp H
B 0

(2)

where the factor g Res_ is the sum of the residues of p Ho (pr);ﬁi(p,z) at

n
the poles of E(pi,z); the contour C~ (see Figure 3) is the quarter circle of
infinite radius lying in the fourth quadrant; and the contour B encloses the
branch cut which is present as a result of the radical in the expression for Yy
in Bguation 23, No other branch cuts are present within the contour of
integration shown in Figure 3 since the only branch points of the functions

h, (q) and h2 (q) are at infinity (see Reference 14). The integral will

1
vanish over contour C~ in Equation 52 as in Equation 51. The integral over

contour B represents the surface wave contribution to the total field, and is
assumed to be small relative to the other field contributions. Therefore, it

will be ignored as well. Huation 52, therefore, becomes:

I.(r,z) = -2 L Res (53)
i 2 n n

where the residues correspond to waveguide modes15'

An expression for the residues in Bjuation 53 will now be derived. Since

the function H (2) (pr) has no poles in the complex p-plane, the only poles of

the integrand p Ho(2)(pr) ﬁi(p,z) will be those of ﬁi(p,z). But

since hi[q(p)] and hz[q(p)] have no poles in the p-plane, it is seen from

15Wait, J.R., Electromagnetic Waves in Stratified Media, Pergamon Press,
New York, NY, 1962.
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Equation 48 that the only poles of ﬁi will be those for which |a| = 0.

Therefore,

o _ o Ho(z)(pr) (11, | hytag) + 175 by0ap))
Resan H (pr) Hi(p,z)) = Res Tal

0

or from the well-kKnown techniques16 for evaluating residues:

[‘TAil hofa;) + Tgl Bylay) o= o

_ (2) n
Res = P, H, (pnr) 5]al (54)
ap _
P —Pn
where Pn is the nth value of p for which Ial = 0.
(2)

For all cases of interest, |pnr| >> 1, so that Ho (pnr) may be

approximated asymptotically as:

—
-jp_r

(2) . _im/4 ///2 n
HO (pnr) = e —-—npnr e (55)

Using Equations 54 and 55, Equation 53 may be written:

AN / Pn -jo x
B(r.2) = -3 /e 5 73Tal [ITAi] h(a) + Ty ] hz(qi)] e 30

16Churchill, R.V., Introduction to Complex Variables and Applications,
p. 122, McGraw Hill Book Co., New York, NY, 1948.
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where
/o
n

A= (57)
n 3|al

dp
P =0
n
is referred to as an excitation function, and:

E =

=B e zzy = [Tl n @) s (T hz(qi)] (58)

p = On

may be referred to as a height~gain function. The functional‘dependence on 2z

occurs through h1(qi) and hz(qi) (see HEquation 26). The parameter zq enters

through lTAiI and lTBi

ELECTRIC FIELD RELATIVE TO FREE-SPACE

>
Although the value of E may be obtained from Bguation 56 by using
Equation 10, it is often more convenient to determine the magnitude of the

electric field relative to free-space:

>
E
A =— (59)
BN
>
where IEfs' is the magnitude of the field that would be obtained at the same
receiving location and using the same source, but with the propagation taking
place in empty space (i.e. in a vacuum). The value of A will now be shown to

be proportional to Hi for the problem under consideration.

32
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In free-space, the z-component of the magnetic Hertz potential is given

by:

Section 2

(60)

where Bjuation 37 was used and q; is obtained from Bjuation 34 using the

parameters of the actual environment (i.e., not the free-space environment).

When the Hertz potential vector is given by Equation 9, Equation 10 may

be used to obtain:

in cylindrical coordinates. Using Bguation 60 in Bguation 61 yields:

. =jk.r
1)
kowu RP qP e 0

Bogs ~ an T

where higher order terms in l/r were neglected.

Equation 61 results in:

33
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- -jp_r ~jk . wu jp_r
Eel = wu/ e]"/4 X annEne s 0 7 eJ"/4 E AnEne n (63)
(2mr)’2 (2mr)’2
where it was assumed that: -
C = ko (64)

for all pn of interest. In Section 3, the approximation given in Bjuation 64

is shown to be valid for the work described herein. By comparing Bjuations 56

and 63, it is seen that:

E_=kwuH.
1

9i 0 (65)
Defining:
/. '/
2 2 1
By = 2L, 2E2M0 T (gnr) 2 (66)
p V9 p
and using Bguations 62 and 65 in Bguation 59 yields:
4nr |11 -jp_r
A=———|—],'|=B |EAEernl (67a)
RP W qP 0 'n nn
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where Equation 56 was used. A dipole strength of unity was assumed in

FEquation 66.

In Hguation 67a, IIi represents a sum of complex numbers taking full
account of the phase of each term. That representation will be referred to as
a "coherent sum", a "mode sum", or a "vector sum." It is also useful to
define the relative field that would be obtained if the phase of each term
were completely random instead of well-defined. This will be denoted as A,

where:

- -jpnr 2
A=8 VI |xEe | (67b)
o] n nn

which is similar to the result that would be obtained if the power
contribution of each mode were added, rather than the field contribution.
Therefore, the representation used in Bquation 67a will be referred to as the

"power sum" or "incoherent sum."

In terms of dB relative to free-space, A and A are written as:

AdB = 20 loq}OA (67c)
and
AdB = 20 log1oA (67d)

In most works on this subject (e.g., References 2, 5, and 8), the

function En defined in Bquation 58 is written in the form:
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En = u(pn,Z) u(pn,zT)

used by Dresp 17

formulation of this problem.

which demonstrates the reciprocity between the transmitter and receiver.
Using Zquation 68 in Equation 66 would result in precisely the formulation
(see also Reference 8). Although it is elegant in its

representation, the form of Equation 58 is more desirable for the numerical

VERTICALLY POLARIZED PROPAGATION

Section 2

(68)

As shown in Reference 2,

definitions in Equations 10 and 11 for the electromagnetic field vectors, are
consistent with Maxwell's equations when Byuation 1 holds (i.e., when the
variation in refractive index occurs only through a variation of € but not of

ur). For vertically polarized propagation, on the other hand, an electric

the magnetic Hertz potential, and the

Hertz potential ﬁ(e) must be used, from which the field vectors are obtained
through:
> :
H=jew VxII (e) (69) |
[
and
> >
E=vxvxl(® (70)
17Dresp, M.R., Tropospheric Duct Propagation at VHF, UHF and SHF, MITRE
Technical Report MTR-3114, Vols. I and II, MITRE Corporation,
Bedford, MA, Cctober 1975.
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As shown in Reference 2, these definitions are only approximately consistent
with Maxwell's equations. The approximation, however, is considered to be a
good one for the duct problems of interest.

The mathematical formulation using the electric Hertz potential ﬁ(e)
is identical to the formulation using the magnetic Hertz potential, with the

following exceptions:

1. The magnetic dipole strength p in Bguation 12 should be replaced by:

_.p(e)
p*—Jz———— (71)
weon (ZT)

(e)

where p is the strength of an electric dipole oriented with its axis in the

z direction. This will also affect the wvalue of RP in Bquation 37.

2. The first of Pjuations 15 should be changed to:

2
n 1 =n (0} H1 on z =0 (72)
3. The first of Hgyuations 2! should be changed to:
2
=n {0) II1 on 2 = 0 (73)

4. Muation 40 should be changed to:

37
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. n12(0)
G = (74)
2
1 n
9

Of those listed above, Bjuation 74 is the only change that in practice
will affect the calculations. This may be concluded from the fact that 8
(Equation 67) is proportional to 1/RP, and En (Equation 58) is proportional to

Rp (through the dependence of and ]TBil on RP). Since the final

T .
I, |
result is dependent on the product BOEn the value of RP is therefore of no

consequence. Also, Equations 72 and 73 are manifested in EBEquation 74.

ALTERNATIVE REPRESENTATION

General Solution of Homogeneous Bjuation

The general solution to Bjyuation 25 may be given in terms of Airy
functions, or in terms of modified Hankel functions, which are linear
combinations of Airy functions. The general solution to Bjyuation 25 could
similarly be written in terms of linear combinations of the modified Hankel

functions. This will be very useful in later sections. Thus:

I, = Ai K1(qi) + B,l K2(qi) (75)

would be a valid general solution of Bjuation 25, where:

Kl(qi) C11ih1(qi) + c12ih2(qi) (76)

Kz(qi) = h1(qi) + C221h2(qi) (77)

€214

38
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The subscript i is placed on the constants cmr to indicate that there is no

need for these constants to be identical in each layer. The Cnni would have

to be such as to make the K,(q;) linearly independent.

It is convenient to set:

€394 = 0, Chpy = 1 for i = L (78)
so that HL in Bguation 75 would satisfy the radiation condition when Rjuation X
30 holds. It is also convenient to define:
Syp = W €121 = °
(79)
_ 413 /3 _
c211 = -e ' c22i =1, 1 <L
and
_ _ -4nj /3 ;
S = T Cion T "° (80) i
|
Substituting Bguations 78 through 80 into Bguations 76 and 77 yields: {
|
i
K =
1(qi) h1(qi)
(81)
4n3/3 .
= Voo
‘ Kz(qi) = hz(qi’ e h1(qi), i <L
and
_ -473/3
K1(qi) = h1(qi) e hz(qi)
Kz(qi) = hz(qi)' i=1L (82)
39
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As shown in APPENDIX A, these definitions have the effect of assuring that the
modulus of the two solutions K1(qi) and K2(qi) are not both exponentially

large for any value for which Im(qi) > 0.

Using Equations 81 and 82 in Bquation 32, it may be seen that the
Wronskian for K1 and K2 (as defined above) is identical to the Wronskian for

h1 and h2:

. 1/3
- -4 3
23

Particular Solution of Inhomogeneous Equation

A particular solution of Equation 18 was given in Equation 34. By
substitution in Bjuation 33, it may be seen that both of the following .

particular solutions are also valid:

.
Rp K1(qp<) Kz(qp>) (84)

L —Rp K1(qp>) Kz(qp<) (85)

where K, and K2 are given by BEjuations 81 and 82. However, notice that

Equation 85 will not satisfy the radiation condition when P = L.

Mode Series Solution

Using the Ki-representation rather than the hi-representation, all terms
in the mode series solution remain the same as those derived above, except hi

is replaced by K . Thus, from Hquation 58:
40
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E = lTAi[ K (q;) + |TB_1| K, (q;) i (86)

The substitution of Ki for hi would also take place in the expressions

for T T . and a in Bguations 44 and 47.

ai’ "Bi

41/42
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SECTION 3

DETERMINATION OF THE EIGENVALUES
GENERAL

The major computational effort required to obtain the solution given in
Equation 66 is determined by the eigenvalues p = pn which are the zeroes of

the determinant of a (see BEquation 44). That is, the equation:

Gylo ) = Ia(pn)| =0 (87)

must be solved for the pn. The variable p enters the matrix a in BEguation 44

through the arguments q; of h1 and h2, where:

3

ko 2/3 92
qij = qi(zj) = TEEE—ZIT' 1=~ ;—5 + (zj—Hi) tan ai (88)
0

and where Equations 7 and 26 were used. zj is the height of the interface i
between the jth and jth+l atmospheric layer, with zo 2 0 representing the

ground level.

CHANGE OF VARIABLES I

Instead of searching for solutions of BEjuation 87 in p-space, the search |
may be carried out for any convenient function of p. In the waveguide mode 1

literature, the variable:

L&

g
o = sin RN R (89)

2
k
0
is often used (see Reference 5), where O is interpreted as a plane wave angle
of incidence with respect to the horizontal at a given reference height.

Dresp (see Reference 8) searches for eigenmodes using the variable:

43
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2 (90)

For numerical and analytical reasons which will become clear later, it is
more convenient to search for the roots of BEgquation 87 in "q1o—space“. That

is, it is more convenient to write Byuation 87 as:

) = |a Lq1(n)) | =0 (91)

GT(q 0

10

where, from Equation 88:

ko 2/3 p2
q10= W 1"}:‘3-“1 tan Q.1 (92)
0
Thus
2 q
[} 10
1- = t
; 3 - 373 + H1 an a, (93)
0 0
tan a1
and

=k //[1-H tan a, - 2o (94)
P =% 1 1 2/3

%o

tan
%y

44
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Using Equation 93 in Equation 88 yields:

qij =4, ti + Sij' 1<ikL, j = i-1, i (95)
where
t. = (ltan a_|/|tan a.l)2/3 > 0 (96)
- 1 1 1
and
s.. = (k./|tan a |)2/3 (H, tan a_ - H, tan a, + z, tan a,) (97)
1j 0 i 1 1 i i 3 i

The ti and sij are all real constants.

It should be noted from BEquation 34 that:
. _ 2/3
a (z) = (x/|tan a |) tan a, (98)

is not a function of p (and therefore not a function of q10).

The roots of Pr of interest were shown to lie in the fourth quadrant of

the complex p-plane. By straightforward conformal mapping using Bguation 92,

the corresponding roots q(?é will lie in the upper half of the complex

q10-p1ane.
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The relationship between the a; and d,o may be obtained from Equation

3
95. Figure 4 illustrates this relationship for two arbitrary values of

d9,q using a refractivity profile of the form shown in Figure 5. Figure 6
illustrates the relationship using the refractivity profile of the form shown

in Figure 7.

NUMERICAL INSTABILITIES IN hi REPRESENTATION

It was shown in the previous section that the matrix elements in Equation
44 may contain the functions h1 and h2' or alternatively, may contain

functions that are linear sums of h1 and h. (such as the functions K, and K

2 1
in BHquations 76 and 77). It can also be shown that use of the h1 and h2

2

functions result in numerical instabilities of the determinant |a| when

49,9 1s near the negative real axis and has a large magnitude. Section 6 shows
that the roots in this region of the complex q10-plane contribute most to
fields within the duct. Therefore, numerical instabilities in this region

cannot be tolerated.

From the asymptotic expansions of hT(q) and hz(q) for large |q|, given in
Reference 14 and APPENDIX A:

4my/3 I arg(q) < = (99)

hyla) =e 2

h1(q) + F(q),

For Iq[ large and 2m/3 < arg(q) < m, h1(q) is exponentially large while F(q)

is exponentially small. Thus:

4"3/3h1(q), 21 < arg(q) <7, |q] > (100)

hyla) = e 3

If Bquation 100 were to hold, say, for q = 949 and q = 44, (which would be the

worst case in branch B of Figure 4), and if Equation 100 were substituted into
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Im(q)
Q;o jll d0 Sy 9
\ #332 N 512 q32
\ q22 }' 022
o - } d 4 ?q2|
- \°~\ 322 ——{
] ._]
\\QS E——— Sai
8 U A

Figure 4.
profile of

Re (q)

Figure 5.

Figure 5.

Refractivity profile producing elevated duct.
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Figure 6.

Im(q)

o

2!

Re (q)

Relationship between q,. and qu in complex g-space for refractivity
profile of Figure 7. J

Figure 7. Refractivity profile producing surface duct.

48

miniianadts




ESD-TR-81-102 Section 3

Equation 44, then the first two columns of the matrix a would be linearly
dependent. That is, each term in the second column would be equal to the
corresponding term in the first column multiplied by the constant

413 /3

factor e This is sufficient to make a singular, so that:

la(qw)l = 0, all q,

thereby making it impossible to locate discrete roots of Bgyuation 91. Of
course, the matrix a is not singular in an analytical sense since the term
F(q), albeit small, makes Bjuation 100 only an épproximation. Nevertheless,
the matrix a would be singular in a "numerical" sense, and would preclude the r

. . . . (n)
use of numerical techniques to obtain the discrete roots q1o .

Pappert and Goodhart (see Reference 5) utilized a formulation employing
the functions h1(q) and hz(q). They avoided the numerical instabilities
described above by a "switching" procedure: They argued that, for values of g
for which Hjuation 100 holds, the fields are evanescent. Since the general

solution of Equation 25 was shown to be given by Bquation 27:

Hi = Ai h1(qi) + Bi hz(qi), 1€ 1< L,

an evanescent solution may be obtained from Bguation 101 by letting:

A = - Bie4ﬂj/3

so that

4n3/3

=1
1}

Bi hz(qi) -e h1(qi)

which, from Ejuation 99, may be written:

49




ESD-TR-81-102 Section 3

Hi = Bi F(qi) (103)

As stated above, in the region of the g-plane in which Bjquation 100 holds,

F(q) is exponentially small and therefore is an evanescent field.

As described by Pappert and Goodhart (see Reference 10), the "solution-
switching" between Equation 101 and Equation 102 causes a discontinuity in the
function of which the roots are sought [G(q10) in the case at hand}. In turn,

this could lead to missing or duplicating a root already found.

CHOICE OF ALTERNATIVE REPRESENTATION

The discussion above indicates the desirability of a solution in terms of

functions that

1« will not be exponentially large simultaneously in the root-search

region; and

2. will reduce without "switching" to the form of Bguation 103 when

BEquation 100 is wvalid.
Functions that satisfy these conditions are the pair h1(q) and F(q), where
F(q) is defined from Equation 99. Thus:

ﬂi = Ai hi(qi) + Bi F(qi) (104)
The validity of using functions other than h, and h2 was discussed in
Section 2.

In a region where the field is evanescent, Ai would be expected to

approach 0, thus leaving an equation in the form of Bquation 103. That F(qi)

50
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is exponentially small when |q| is large and T < arg(q) < w/2 was noted
following BEquation 99, so that in this subregion of the q1o-plane, h1(q) and
F(q) are not both exponentially large. h1(q) is never exponentially large in
the remainder of the upper half of the q,g9-Plane as shown in APPENDIX A. Thus
Equation 104 is well suited for numerical determination of the roots of
Equation 91. It has the disadvantage, however, of not satisfying the
radiation condition. Since the radiation condition need only be satisfied for

the solution in the uppermost region (i = L), the form:

L, = By hylay) (105)

will again be used in this region.

The functions used in the solutions given in Bguations 104 and 105 are
identical to the functions K1(qi) and K2(qi), as defined in BEquations 81 and

82. Therefore:

~

M= A K (q) + B K (q;) (106)

BOUNDS ON SEARCH REGION - MODE ATTENUATION

As discussed previously, the eigenvalues of Bjuation 91 will lie in the
upper half of the q1o-plane (i.e., in the region Im(q1o) > 0). Thus the lower
bound of this region is the real axis. Although a discussion of the left and
right boundaries of the search region will be postponed for a later section
(Section 6), an upper bound of the search region will be obtained here in

terms of the maximum attenuation of the strength of a mode per unit length.

From Bjuation 66, it is seen that each modal contribution to the total
-jpnr
field has an exponential dependence e . Since the pn are complex with

Im(pn) < 0, the amplitude of each mode will fall off exponentially. Thus, if:

pn =a + jb, £ <0
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then

-jpo r
Since b is negative, e n will decrease in amplitude as r increases.
- r
Typical values of r are generally large enough to make e n negligible for
all |b| greater than some positive number. The relative decrease in the field

contribution from the nth mode over a single unit of length is given by:

-jp _r(r+1) [
e
e

so that the loss in dB would be given by:

-Jje

n b
= - = - = = 107
L 20 log, . e | 20 log, (") 20 b log, je {(107)

10

Suppose a maximum value of Ly is specified, say Lhax® Then roots oy will be

sought, such that:

-b (20 log10e) < Lmax

or

L
max

20 1oq1oe

b = Im(pn) > (108)
Equation 108 represents a bound on the region in p-space for which the mode
attenuation per unit length would not exceed Loax® This condition must now be

converted to q10-space. To accomplish this, Hjuation 92 is written:

2/3
(n) kO

- 109
tan a1 (kn H1 tan a1) ( )
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where
2
°n
A =1 - —
n " 2
0
and
A | << 1 (110)
n

under the assumption that |pn| = |ko|, which will be shown to be valid

later. Thus:
/ An
= - = - —_— ce e 11
o k 1 An k (1 5+ ) (111)

where Hjuation 110 was used to obtain the Taylor series expansion in Hjuation

111.
Therefore,

o)

n

= -3 11
A 2 {1 X (112)
L. particular,
2
Im(A ) = -~ =— Im{(p ) (113)
n ko n

Using Bguation 113 in Hjuation 109 yields:

K 2/3
(n) 0 2
Im (q10 ) = - W ko Im(pn) (114)




PO P

ESD-TR-81-102 Section 3
and using Equation 114 in Equation 108 results in:
Im(q,,) < U (115)

where

2/3
k
o] I"max

U = 2 —_— (116)
0 tan a1l 20 log1oe

Therefore, U as defined in Bgjuation 116 will be used as an upper bound of

the search region, with Lma being specified. Thus the search for eigenvalues

X
will be carried out in the band in the q10—plane defined by:

0 < Im(qm) < U (117)

SEARCH METHOD

The procedure used to find the zeroes of:

G (q,,) = ]a(qm)] =0 (118)

18

in the complex plane is described by Morfitt and Shellman and reviewed in

Reference 10. The procedure will be denoted herein as the MODESRCH method.

18Morfitt, D.G., and Shellman, C.H., MODESRCH, An Improved Computer Program
for Obtaining ELF/VLF/LF Mode Constants in an Earth - Ionosphere Waveguide,
Interim Report 77T prepared for Defense Nuclear Agency, Naval Electronics
Laboratory Center, San Diego, CA, 1 October 1976.
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The method assumes that the function G4 is analytic everywhere within the
region of search, and thus does not permit the presence of poles in this

region. The function G1(q10) satisfies these conditions.

The MODESRCH method was applied by Pappert and Goodhart (see
Reference 10) to the ducting problem, where their modal equation was in the

form:
G2(O) =0 (119) .

where 6 is related to 449 and p through Rjuation 89. Their formulation of the
problem differed from the one being presented here in that the function G, is

obtained from the fundamental equation of wavequide propagation:

G2(O) = Rd(G) Ru(O) ~ 1 (120)
where Ry and Ru are the reflection coefficients "looking downward" and
"looking upward", respectively, from a given reference height. Equation 120
does not lend itself to application of the root-finding method to be discussed
below because it contains poles in the region of search. The function

cz(e), therefore, had to be manipulated to produce a pole-free function. This

fact, together with the problems they encountered in solution-switching

between the forms of BEquations 101 and 102, detracted from the desirability of

applying this MODESRCH method to their formulation.

Since the formulation of the problem presented in this report does not
suffer from the difficulties encountered by Pappert and Goodhart [i.e. G1(q10)
is pole-free and no solution-switching is required], the MODESRCH method was

chosen to locate the roots of Bguation 118.

The method utilizes the following fact from complex functional analysis:
In a finite region of the complex g-plane in which no poles of G1(q) are

present and in which the only zeroes of G1(q) are simple zeroes, lines of
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constant phase [i.e., arg(G) = const) may end only at the boundary of the
region or at a zero of G,(q). Figure 8 (taken from Reference 10) illustrates
a rectangular region being searched. This figure shows that a line AB of
constant phase on which arg(G) = 0 has its ends at a zero of the function and
at the boundary of the region. The line HG, on which arg(G)= 0, has both its
ends on the boundary of the region. It is impossible for a line of constant

phase to have each end at a zero of G(q).

The MODESRCH method thus starts from the upper left-hand corner of a
"search rectangle" in the g-plane, and searches along the left-hand boundary
of the rectangle until a value of g is found at which arg{G(q)] = const = 0 or
arg(G) = 180°. Say a phase contour arg(G) = 0 is found at the point A&, as in
Figure 8. This contour is then followed until it either exits the search
rectangle or until it ends at a point within the rectangle. If it ends at a
point within the rectangle, that point must be a zero of the function. Such
is the case in Figure 8, with the zero located at point B. Since a phase
contour arg{G) = 180° must also intersect that zero, this contour is followed
until it exits the search rectangle (point C in the figure). The point at
which this contour exits the rectangle is stored, in order to assure that it
will not be followed again later in the search process. The search then
resumes again at the point A, and the boundary is traversed counter-clockwise

until another value of q is found at which arg(G) = 0 or arg(G) = 180°, The

next sucl »oint in Fiqure 8 is point C. But this contour will not be followed

since it has been previously investigated. Therefore, the search continues
until the contour arg(G) = 0 is reached at point D, a zero is found at point
E, and the contour arg(G) = 180° exits the rectangle at point F. The search
resumes again at D, and the rectangle is traversed until point G is reached at
which arg(G) = 0. This contour is seen to exit the rectangle at point H
without passing through a zero of the function. The search resumes at point G
and the remainder of the rectangle is traversed without finding any additional
contours arg(G) = 0 or arg(G) = 180° which have not been previously

investigated.
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Figure 8. Root finding method for a function G(q).
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The procedure just described is accomplished numerically by dividing the
search rectangle into mesh sguares of side length At as shown in Figure 8, and
by investigating the sign of Im(G) at the corners of the mesh. A change of
sign between two adjacent corners indicates that a phase contour arg{G) = 0 or
a phase contour arg{(G) = 180° passes between these two corners. A change in
sign of Re(G) between the corners of a mesh square through which the 0° or
180° phase contour passes, or between the corners of an adjacent mesh square,
indicates that the phase contour arg(G) = 90° or arg(G) = 270° is nearby and
thus a zero is in the vicinity. The approximate location 9, of the zero
within a mesh square is obtained by an interpolation procedure. The precise

location of the zero is obtained using the Newton Raphson19 method :

qi + 159 - Aqi, i=20,1,2,... (121)
wher